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The three books featured in this Global Perspectives review symposium – Stein Ringen’s 
How Democracies Live; Francis Fukuyama’s Liberalism and its Discontents; and Craig 
Calhoun, Dilip Gaonkar and Charles Taylor’s Degenerations of Democracy – each raise 
important and urgent concerns about the fate of liberal democracy, especially in the 
United States. This essay argues that policymakers must focus on the interplay between 
democracy and technology to stimulate democratic renewal in the 21st century. 
Technology must be democratized through new regulatory and policy approaches to 
deliver the benefits of broadband internet access as widely as possible. And democracy 
must be technologized by leveraging new frontiers in artificial intelligence, blockchain 
and other advanced technologies to improve democratic accountability, public goods 
provision and state capacity. 

INTRODUCTION

The three books featured in this Global Perspectives review 
symposium—Stein Ringen’s How Democracies Live, Francis 
Fukuyama’s Liberalism and Its Discontents, and Craig Cal-
houn, Dilip Gaonkar, and Charles Taylor’s Degenerations of 
Democracy—each raise dire concerns about the fate of lib-
eral democracy in the twenty-first century, especially in the 
United States. 

Ringen (2022, 24, 159) calls this “The American Predica-
ment,” and with good reason. The 2022 Berggruen Gover-
nance Index reveals a bleak assessment of the United States, 
“the only world power where both accountability and state 
capacity declined significantly between 2010 and 2019. This 
dual decline makes the U.S. stand out and gives cause for 
concern” (Anheier, Lang, and Knudsen 2022, 58). 

The three books offer a variety of mostly high-level rec-
ommendations for reinvigorating liberal democracy in the 
United States and elsewhere.1 I will focus on one 
area—technology—where the three books might have of-
fered more specific recommendations. 

The interplay between democracy and technology—in-
cluding cable television, social media, and more advanced 
technologies such as artificial intelligence—has thus far 
proven elusive. Indeed, most commentators, including the 

authors of the three books featured in this review sympo-
sium, raise serious concerns about technology’s deleteri-
ous impacts on democracy since the turn of the twenty-first 
century. 

But technology can and should play a far more positive 
role in regenerating democracy. Technology offers enor-
mous, unprecedented opportunities to expand citizen en-
gagement and efficacy, to bring government at all levels 
closer to the people, and to empower individuals to seek 
economic opportunity in ways unimaginable during les 
treinte glorieuses.2

I therefore offer three sets of recommendations: 
First, I build on Ringen’s and Calhoun’s proposals to rein 

in and regulate the social media and data platforms (to 
which I add cable television). Those companies place profit 
above all else, even when it means driving polarization and 
harming democratic solidarity. Regulating those companies 
for the public good will democratize the technology they 
control, unlocking the vast potential of that technology to 
enhance rather than degrade civic discourse. 

Second, I address the pressing need to close the digital 
divide and democratize broadband internet access by man-
dating connectivity as a fundamental right for everyone. 

Third, I offer recommendations for harnessing the power 
of cutting-edge technologies, such as artificial intelligence, 
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Ringen includes two specific recommendations among his list of twenty-three proposals: adding a tenth member to the US Supreme 
Court, resulting in a majority of six votes required for any ruling; and allowing children to vote by proxy. Ringen 2022, 190. 

Francis Fukuyama calls for a return to the “broad and happy coexistence” of liberalism and democracy during les treinte glorieuses, the 
period between the 1950s and the 1970s that Calhoun somewhat differently characterizes as a time of “compromise” between capitalism 
and experimentation in social improvement. Fukuyama 2022, 15; Calhoun, Gaonkar, and Taylor 2022, 86, 90–97. 
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smart cities, and blockchain, to technologize and reimagine 
democracy for the twenty-first century and beyond. 

DEMOCRATIZE TECHNOLOGY, TECHNOLOGIZE 
DEMOCRACY 

The three books all agree that technology thus far has hurt 
democracy more than it has enhanced it. The corrosive im-
pacts of cable television news, the polarizing impact of 
social media, and the concentration of enormous market 
power in the hands of a small number of techno-oligarchs 
have all contributed to the decline of democracy in the 
United States. 

No matter what one may think of the controversial US 
Supreme Court justice Clarence Thomas, he accurately de-
scribed the Silicon Valley market power concentration 
problem in an April 2021 concurring opinion: 

To be sure, much activity on the Internet derives value 
from network effects. But dominant digital platforms 
are different. Unlike decentralized digital spheres, such 
as the e-mail protocol, control of these networks is 
highly concentrated. Although both companies are 
public, one person controls Facebook (Mark Zucker-
berg), and just two control Google (Larry Page and 
Sergey Brin).3 

But it doesn’t have to be this way. Regulatory policies 
must be instituted to wrest monopolistic control of the Sil-
icon Valley technology platforms from the tiny number of 
megabillionaires who run them for their own profit. Reg-
ulators must also be empowered to circumscribe the toxic 
and polarizing content spewed on cable television and so-
cial media platforms. Public policy must also urgently ad-
dress the digital divide. 

Calhoun challenges us to find capable institutional 
structures to put new technologies to good use, “regulate 
them where necessary, and provide new replacements for 
the support old media gave to democracy” (Calhoun, 
Gaonkar, and Taylor 2022, 69). Those replacements should 
include advanced technologies such as artificial intelli-
gence, smart cities/smart government, and blockchain, all 
of which should be repurposed for the public good and for 
revitalizing democracy in the twenty-first century and be-
yond. 

By democratizing high-speed broadband internet access, 
cable television, and social media, we can achieve a vastly 
more inclusive society than we have today. And by technol-
ogizing democracy, we can improve citizen efficacy and en-
gagement, increase governmental accountability, and help 
mitigate the root causes of socioeconomic inequality that 
have led to our current predicament. 

One must always be wary of succumbing to the allure 
of technological determinism (Imperial 2021, 2). But with 
clearheaded and focused policy-making, the promise of 
technology can be put to work for the public good. 

DEMOCRATIZING ACCESS: CLOSING THE DIGITAL 
DIVIDE 

Millions of Americans, mostly in rural and inner city areas, 
lack high-speed broadband internet access. Millions more 
with access cannot afford the monthly fee or cannot afford 
a computer or smartphone to connect. 

Technology played a key role in keeping people con-
nected during the COVID-19 pandemic, enabling com-
merce, schooling, and a host of other activities to continue. 
Never before had the world’s dependency on technology be-
come so stark, and never before had technology served the 
public so well, at least those with internet access and inter-
net-accessible devices. But for hundreds of millions of oth-
ers around the world, the digital divide left them without 
any technological lifeline during the pandemic. 

Calhoun, Gaonkar, and Taylor (2022, 280) note the im-
portance of the digital divide in the concluding chapter 
of their book, but they regard underlying inequality as a 
more serious issue. Other scholars view the digital divide as 
linked inextricably to both income inequality and the de-
mocratic divide, where those excluded from internet access 
likewise face exclusion from democratic engagement and 
economic opportunity (Min 2010). Lai and Widmar (2021) 
describe how the digital divide severely impacted those 
without internet access during the COVID-19 pandemic, 
with worse health, education, economic, and social out-
comes (Eruchalu et al. 2021). 

High-speed broadband internet access in the twenty-
first century is critical to restoring democracy by enabling 
everyone to engage and interact with e-government, to par-
ticipate in e-voting, and to galvanize direct action. Broad-
band internet access also provides the essential on-ramp 
for access to the increasing range of services—such as med-
icine, banking, and commerce—migrating online in the 
twenty-first century. Closing the digital divide and render-
ing such access ubiquitous will do much to mitigate so-
cioeconomic inequality in the United States and elsewhere, 
with positive outcomes for democracy. 

Public policy, therefore, must declare high-speed broad-
band internet access a fundamental human necessity sub-
ject to universal service mandates. Policymakers in the 
twentieth century imposed universal service mandates on 
water, electricity, telephone, and natural gas monopolies 
to provide connectivity for their services to everyone in the 
United States. In the twenty-first century, we must do the 
same for high-speed broadband internet access, requiring 
the telecommunications and internet industry to offer af-
fordable high-speed broadband internet access to every 
person in the country. 

DEMOCRATIZING CABLE TELEVISION 

Cable television news and social media have displaced old 
media while playing a toxic role in driving and exacerbating 
polarization in democratic societies, especially the United 
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States. Ringen (2022, 183) proposes breaking up the “media 
and data trusts” and imposing “normal editorial responsi-
bility” on social media website managers. His proposals are 
important, and should serve as a starting point for democ-
ratizing technology through a new regulatory paradigm for 
both cable television and social media. 

FCC oversight of cable television. The US Federal Com-
munications Commission (FCC) currently lacks statutory 
power to regulate cable news and political programming. 
Prior to 1987, the FCC’s so-called “fairness doctrine” re-
quired broadcasters and eventually cable networks to pre-
sent a variety of viewpoints, especially regarding controver-
sial issues.4 

Following the demise of the fairness doctrine, the FCC 
has maintained a rarely enforced “broadcast news distor-
tion policy” (Federal Communications Commission 2022; 
see, generally, Ring 2013; Raphael 2001). The policy au-
thorizes the FCC to levy fines if a broadcaster deliberately 
distorts a factual news report involving a significant event. 
But the FCC has no power to enforce the distortion policy 
against cable news networks or social media platforms. 

Congress should pass legislation creating a twenty-first-
century version of the fairness doctrine to curb the spread 
of false and incendiary information. The legislation should 
empower the FCC to levy fines against any media, including 
broadcast, cable, and social media, that intentionally pur-
vey false or misleading information regarding matters of 
public importance. Fox News, OAN, Newsmax, CNN, 
MSNBC, Twitter, Meta, Google, TikTok, and others should 
all be subject to the requirement that they not deliberately 
purvey false information. 

DEMOCRATIZING SOCIAL MEDIA 

Section 230 reform: Eliminating statutory immunity for social 
media companies. Social media implicates an additional set 
of concerns. Social media usage has increased exponen-
tially in the last two decades both in the United States and 
globally, displacing traditional media as the main source of 
news for tens of millions of people. Newspapers lost more 
than $20 billion in print advertising in the United States 
from 2008 to 2017, close to half of total industry revenues, 
and cut newsroom employment by 45 percent (Nielsen and 
Fletcher 2020, 145). 

Social media platforms have created vast echo chambers 
in which algorithms deliberately feed content reinforcing 
their users’ preexisting beliefs. Scholars have raised con-
cerns that “selective exposure to information in like-
minded communities increases political polarization and 

decreases acceptance of shared facts” (McKay and Tenove 
2021, 705, citing Pariser 2011). This, in turn, has created a 
breeding ground for extremism (Barberá 2020, 37) with the 
attendant diminution of consensus in democratic societies 
and rise in violence elsewhere, such as in Myanmar against 
the Rohingya (see Sablosky 2021). 

Adversary governments such as Russia also have lever-
aged social media to sow discord and dissent in democratic 
societies. The well-documented Russian interference in the 
2016 American presidential election campaign included a 
highly sophisticated social media campaign designed to 
poison political discourse in American society.5 

Since 1996, however, social media companies in the 
United States have enjoyed nearly complete immunity from 
liability for content they host on their platforms. Section 
230(c)(2) of the Communications Decency Act of 1996 is the 
source of this immunity: 

No provider or user of an interactive computer service 
shall be held liable on account of . . . any action volun-
tarily taken in good faith to restrict access to or avail-
ability of material that the provider or user considers to 
be obscene, lewd, lascivious, filthy, excessively violent, 
harassing, or otherwise objectionable, whether or not 
such material is constitutionally protected.6 

Congress enacted the statute in the mid-1990s to create 
a safe harbor for the nascent internet and social media 
companies to attract investment and innovate without fear 
of constant litigation. But by the third decade of the 
twenty-first century, the statute had long outlived its pur-
pose. The now-massive social media companies no longer 
need the statutory immunity they enjoyed in their early 
start-up days. 

Therefore, Section 230 should be rescinded. Social media 
companies should be subject to legal liability for content 
they host, just as traditional media have always faced the 
same consequence for content they host. Doing so would be 
one effective way to force the social media platforms to en-
gage in the sort of “normal editorial responsibility” Ringen 
recommends. 

Social media as public utility? A final potential reform for 
social media would be to impose public utility regulation on 
the platform companies. 

US Supreme Court justice Clarence Thomas has not only 
warned about the market power of the internet platforms 
but also argued that the platforms be treated as the twenty-
first-century version of “common carriers” and be subjected 
to public utility regulation.7 This model would empower the 
FCC and state public utility commissions to impose a wide 

Editorializing by Broadcast Licensees, 13 F.C.C. 1246 (1949). 

Report on the Investigation into Russian Interference in the 2016 Presidential Election, Special Counsel Robert S. Mueller, III Submitted 
Pursuant to 28 C.F.R. § 600.8(c) Washington, DC (March 2019) (the “Mueller Report”). Vol. 1 of the Mueller report, 14–35, provides a de-
tailed account of the Russian Internet Research Agency’s weaponization of social media platforms to interfere in the 2016 US election 
campaign. 

47 U.S.C. § 230(c)(2). 

Biden v. Knight First Amendment Institute at Columbia University et al., 141 S. Ct. 1220, 1223 (2021) (Thomas, J. concurring). 
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variety of rules and regulations on the social media com-
panies, including nondiscrimination, algorithmic trans-
parency, and other similar requirements. 

The Texas legislature took a step toward social media 
regulation in August 2021, passing a bill that would have 
allowed users to sue social media companies over their con-
tent-moderation decisions. The law would have barred so-
cial media companies from removing or restricting content 
based on “the viewpoint represented in the user’s expres-
sion.”8 In September 2022 the US Court of Appeals for the 
Fifth Circuit upheld the law, rejecting the social media 
companies’ argument that the law violated their free speech 
rights to engage in censorship.9 The US Supreme Court will 
very likely have the final word on the fate of the Texas law. 

Treating social media companies as public utilities offers 
a different outcome than Ringen’s proposal to use antitrust 
law to break up those companies. Public utility regulation 
would allow the companies to maintain their large scope 
and scale while subjecting them to highly intensive state 
and federal regulation. 

As for breaking up the companies or regulating them, my 
preference would be the latter. After all, the Bell Telephone 
monopoly was broken up in 1984 into smaller pieces, many 
of which ended up merging back together over the next two 
decades. 

Social media reimagined. Calhoun and Ringen catalogue 
the many problems social media has caused during the last 
decade through near-monopoly control of data flows, cap-
italist and statist surveillance, and algorithmic targeting 
that has driven societal and political polarization to new 
extremes (Calhoun, Gaonkar, and Taylor 2022, 67–68; Rin-
gen 2022, 183–85). 

But social media technology also offers enormous poten-
tial for improving citizen engagement and creating virtual 
and hybrid forms of constructive direct action and associ-
ational solidarity. Fukuyama (2022, 102) argues that social 
media can serve as a positive force for democracy by giv-
ing voice to masses of disenfranchised people, connecting 
them together in pursuit of common goals. 

Social media can also play a positive role in galvanizing 
direct action and protest, which Gaonkar characterizes as 
“an integral part of democratic tradition and struggle” (Cal-
houn, Gaonkar, and Taylor 2022, 196). Social media af-
fordances offer a promising hybrid model for citizen en-
gagement and protest, synergizing the online and offline 
worlds. In their analysis of the interaction between the 
physical and the virtual realms during the Arab Spring, Al 
Sayyad et al. observed: 

At many rallies, protesters could be seen holding smart 
phones in one hand and anti-state banners in the 
other. And from the tents in occupied squares, Internet 
users disseminated images and messages of protest to 
the rest of the world. Coverage by international and na-
tional media of protest in real urban space magnified 

this effect. As the protests expanded, claims made by 
social media and enacted in the physical space of one 
city could generate a model of protest, be re-enacted 
in another city, move through other cities and be repli-
cated, with different claims, elsewhere (AlSayyad and 
Guvenc 2015, 2028). 

The 2014 Hong Kong “umbrella protests” also demon-
strated the power of social media in orchestrating direct ac-
tion. Lee, Chen, and Chan (2017, 466) found that “sharing 
political information and direct connections with political 
actors on social media stand out as the two dimensions 
with consistent effects on support for and participation in 
the Umbrella Movement” (see also Etter and Albu 2021). 

Although Facebook played a constructive role during the 
Arab Spring and the Umbrella Movement, the platform 
played a highly destructive role during the Cambridge An-
alytica scandal and the Rohingya genocide in Myanmar 
(Mozur 2018). The challenge for policymakers will be to 
harness the positive use cases for social media while pre-
venting its weaponization against democracy. 

Can Facebook (and Twitter, TikTok, Google/YouTube) be 
trusted on their own to deploy their platform for the public 
good, even if that means sacrificing profit? Their track 
record to date suggests not. They must instead be regu-
lated, whether as public utilities or otherwise, to provide 
appropriate and independent oversight. 

TECHNOLOGIZING DEMOCRACY: SMART CITIES AND E-
GOVERNMENT 

Technology has already enhanced limited pockets of gov-
ernmental service to the public, primarily at the transac-
tional level, such as renewing vehicle registrations online 
and paying taxes online. Smart city technology has the po-
tential to do far more to connect citizens to their local gov-
ernment, one of the key recommendations of both Ringen 
and Calhoun. 

Smart city technology can improve local governmental 
provision of services to the public, while connecting and in-
volving the public more closely in local policy-making, such 
as urban planning (Walters 2011) and monitoring air qual-
ity (Zandburgen and Uitermark 2020). Advanced technol-
ogy can empower both smart cities and smart citizens (Zand-
burgen and Uitermark 2020). As Vestergaar, Fernandes, and 
Presser noted: 

Smart city technologies can be seen as support for the 
citizen engagement. By adapting to individual needs, 
and by providing direct control to the citizens, owner-
ship and responsibility will emerge. A consequence is 
a shift in the municipality-citizen relationship, which 
results in leveraging the, yet unexploited, resource of 
reflective and acting citizens. (Vestergaar, Fernandes, 
and Presser 2016) 

Texas House Bill 20 (adopted August 30, 2021). 

Netchoice v. Paxton, Attorney General of Texas, No. 21-51178 (5th Cir. Sept. 16, 2022). 
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Scholars envision a future where smart cities exist not 
merely to showcase private sector technologies such as 
smart parking and smart street lighting, but as technopo-
litical platforms designed to serve the public good. In their 
recent study of Madrid and Barcelona, Smith and Martín 
(2021) noted how “technopolitics” can spur “the continual 
development of platform processes and institutional em-
bedding in an open dialogue with citizens, citizen groups, 
and wider reforms for democracy” (Smith and Martín 2021, 
312; Oliveira, Oliver, and Ramalhinho 2020). 

More research is needed to determine methods for in-
forming and spurring citizens to embrace e-participation 
tools as the entry point for citizen efficacy in the smart city 
environment, but early results are promising (Kopackova, 
Komarkova, and Horak 2022). 

TECHNOLOGIZING DEMOCRACY: BLOCKCHAIN AND E-
VOTING 

Technology can and should play a key role in making voting 
as easy as possible for everyone eligible to vote. All three 
books decry current efforts to deny the franchise to poor 
and minority voters in nearly one-third of the American 
states. 

Various proposals have been advanced to ensure that the 
maximum number of eligible voters are able to register and 
vote, including proxy voting and liquid (delegated) voting 
(Kahng, Mackenzie, and Procaccia 2021). Technology alone 
cannot solve this particular problem, but it can do much to 
mitigate the unfairness and inequality prevalent today. 

Blockchain technology offers one promising methodol-
ogy for making voter registration and voting more efficient, 
while increasing trust and confidence in the outcome of 
elections. 

Blockchain technology describes a distributed and public 
peer-to-peer computerized immutable ledger where trust 
and verification are established without the need for third-
party involvement. Each “block” begins with the identifier 
(or “hash”) for the previous block, and then adds informa-
tion regarding a transaction. Because each block contains 
the hash of the immediately preceding block, the blocks 
form a “chain.” Each block also contains a time stamp, 
proving the transaction information existed when the block 
was created. This renders it nearly impossible to tamper 
with the information in the previous blocks without alert-
ing everyone with access to the ledger of the alterations. 

Blockchain technology can be viewed as an operating 
system, enabling specific applications such as Bitcoin dig-
ital currency. Bitcoin, however, represents only one of po-
tentially hundreds of thousands of applications that can 
run on the blockchain operating system. Businesses and 
governments alike have been experimenting with a wide va-
riety of other applications for blockchain, including self-
executing smart contracts, copyright registration, supply 

chain and logistics use cases, and voting (Imperial 2021; 
Baraiya and Joshi 2019; Gambill 2020; see also Kshetri and 
Voas 2018). 

Voting represents a largely untested use case for 
blockchain technology, and more study is required. Some 
scholars see great promise in blockchain voting (Yu et al. 
2018). Others worry blockchain may fall short of ensuring 
election integrity.10 Nevertheless, policymakers should 
make the necessary commitment to testing blockchain for 
voter registration and voting to determine whether to de-
ploy it nationwide, at all levels of voting and elections. Do-
ing so would make an enormously positive impact on pub-
lic confidence in the integrity of the election process, while 
opening voting to millions more. 

TECHNOLOGIZING DEMOCRACY: ARTIFICIAL 
INTELLIGENCE 

The rapid advance of artificial intelligence (AI) technology 
has stirred robust debate regarding AI’s potential threat to 
human freedom and democracy (Helbing et al. 2017; Brkan 
2019). China’s use of an AI-driven “social credit score” sys-
tem to track, reward, and punish citizen behavior is fre-
quently cited as just one example of the potential anti-
democratic and repressive risks of artificial intelligence 
systems, especially in societies with inadequate data pro-
tection regimes (Wong and Dobson 2019). 

AI also poses risks to democracy in the West, with algo-
rithmic targeting and bot-driven content already responsi-
ble for driving polarization and impeding social solidarity 
(Woolley 2020). 

But other scholars view AI as a highly promising means 
for augmenting democracy through technology. The demo-
cratic use cases for AI are still in the nascent stage, but 
many promising ideas have already surfaced. 

For example, Burgess (2021) envisions democracy-en-
hancing roles for AI in voting and legislation, including the 
long-term possibility of AI replacing human legislators: 

(1) The simple transfer of voting for representatives 
online; (2) The use of online voting to pass or reject 
bills proposed in the legislature; (3) The use of 
(anonymised) individuals’ preferences to directly in-
form legislative decision-making; and, (4) The whole-
sale replacement of the (physical) legislature and the 
individuals within it with a legislature composed of al-
gorithms representing the voting public. (See also Hel-
bing, Frey, et al. 2018) 

Other studies have demonstrated how AI and machine-
learning technologies can empower citizen efficacy and 
hold governments more accountable. In Brazil, for example, 
a civil society group launched an AI-based initiative to de-
tect inappropriate public expenditures, demonstrating how 
AI can improve governmental transparency “by allowing 

Park et al. 2021 (questioning whether blockchain voting can be secured from tampering, and whether the decentralized “bulletin board” 
nature of blockchain would render voting results less reliable). 
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citizens to tackle stable and predictable problems for which 
large volumes of data are relatively easy to collect” (Sav-
aget, Chiarini, and Evans 2019). 

Lin and Lewis (2022) propose “Journalistic AI” as a 
model for improving democracy through better accuracy, 
accessibility, diversity, relevance, and timeliness of news 
delivery while combating fake news and polarizing content. 

AI can even be used to police itself and counter some of 
the potentially negative aspects of AI technology. Elkin-Ko-
ren (2020) has proposed “contesting algorithms” as a way 
for AI to check and balance itself through algorithmic com-
petition to improve transparency and guard against antide-
mocratic outcomes. 

AI offers enormous potential to technologize democracy 
through advanced technology. The challenge will be to re-
sist the temptation to use AI to concentrate political and 
economic power in the hands of fewer and fewer people 
while using the technology to control everyone else. We 
need appropriate legislative and regulatory frameworks to 
guard against those risks. 

CONCLUSION 

The three books make valuable contributions to the bur-
geoning literature addressing the threats to liberal democ-
racy. Although the three books offer different perspectives, 
they each agree with Tocqueville’s early nineteenth-century 
observations regarding the benefits of civic associations 
and civic engagement in the United States. Those observa-
tions are as relevant as ever two hundred years later. 

American society is infinitely more complex today than 
during Tocqueville’s sojourn. But by regulating what Ringen 
calls the “media and data trusts” and harnessing the in-
credible potential of advanced technology, we can achieve 
dramatic improvements in associational engagement and 
empowerment for the twenty-first century. 

In a speech to the United States Congress on May 25, 
1961, President John F. Kennedy famously urged the coun-
try to meet the greatest technological challenge of the 
twentieth century and “commit itself to achieving the goal, 
before this decade is out, of landing a man on the Moon 
and returning him safely to Earth.”11 The Apollo 11 mission 
achieved that goal five months before the end of the 
decade. 

The leadership of the United States must now ask the 
country to meet another great technological challenge in 
the twenty-first century by committing itself to democra-
tizing technology and technologizing democracy. Perhaps 
the Silicon Valley companies will commit to a strong public-
private technology partnership for democracy. Or perhaps 
not. Either way, the government and the people must plow 

ahead with the same focus and commitment that led us to 
the moon and back. 
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